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Abstract 

The purpose of this study is to investigate the effects of certain national economic 

conditions and certain Air Force related conditions on officer retention rates and to build, 

verify, and validate a multivariate linear regression model to be used by Air Force 

personnel management officials that will predict officer retention rates for rated and non- 

rated line officers aggregated by Yeargroups and AFSC groups. Previous retention 

models were reviewed to study possible predictors and methodologies. 

Since retention can be seen as a binary (stay/leave) decision, the model of choice 

for a binary dependent variable is the multivariate logistic regression model. The logit 

transformation was used on this model for simplification. D.R. Cox gives three 

assumptions, that were valid in this case, so ordinary least squares can be used to 

estimate the parameters of the logit model. 

The tournament approach of the Modified Miller's Method was used for variable 

selection. This new approach was first validated by computer simulation and then used 

in the model building process for all of the models in this effort. The output of this 

tournament approach was the model of choice for each AFSC and Yeargroup. The 

results of the individual AFSC models were not that good, so two-way without 

replication ANOVA was done in order to combine like AFSC's into several groups. 

There were six groups in all. A separate model was then built for each of the six groups. 

These results were much better. 

Validation tests were performed with the fiscal year 1994 and 1995 data. In each 

test, the 90 percent prediction interval contained the actual retention rate for each AFSC 

group. 
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A METHODOLOGY FOR THE ANALYSIS AND PREDICTION 

OF AIR FORCE OFFICER RETENTION RATES 

I. Introduction 

Background 

Since the beginning of the all volunteer Air Force in 1974, personnel officials 

have been interested in the answer to one key question: Why do some officers in the Air 

Force leave and others stay? During the Reagan Defense buildup there was an 

overabundance of officers experienced, however, so that this was a minor concern, until 

recently. If something in the economy changed, and many officers in a particular Air 

Force Specialty Code (AFSC) left, the managers would simply move people around from 

an overabundant AFSC to the AFSC that was short or bring in new officers to fill these 

vacancies. This was especially true for the non-rated line officer AFSC's. 

The managers of the rated line officers, pilots and navigators, could not use the 

cross flow technique of filling voids because of the expensive training costs and long 

training times. These managers have always been interested in the relationship between 

economics and pilot/nav retention. This is evident in the many articles, research papers, 

and theses done on the cause and effects of pilot retention. 
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In the early 1990's, the whole Department of Defense, and the Air Force in 

particular, was in the middle of a congressionally mandated force drawdown. During this 

drawdown process, the Air Force implemented various methods to get certain numbers of 

officers in certain AFSC's to leave. Although each armed service was allowed a period 

of three to four years to effect their individual drawdowns, the Air Force chose to "front 

load" their losses in the first several years. These methods include voluntary separation 

incentives (VSI), selective separation bonus (SSB), temporary early retirement authority 

(TERA), and an involuntary reduction in force (RIF). The VSI/SSB are both voluntary 

separation programs in which money is the incentive to get the officer to leave. Both 

programs have targeted Yeargroups in specific AFSC's. The only difference is that the 

VSI has yearly payments of a certain amount for twice the number of years of service and 

the SSB has a lump sum payment based upon a mandated formula. TERA is the fifteen- 

year retirement program. Historically, officers can retire their commissions with füll 

benefits after twenty to thirty-five years of service. The TERA makes it possible for 

certain officers to retire at the fifteen-year point with the same benefits, but with a minor 

deduction in retirement pension payments. RIFs are the most unpopular of all of the 

reduction programs because they are involuntary. The RIF in 1992 was where a board of 

senior officers, much like a promotion board, was held at Headquarters Air Force 

Military Personnel Center (HQ AFMPC). This board decided which officers in certain 

Yeargroup/ AFSC categories would stay and which ones would be forced to leave the Air 

Force. 



Because of this drawdown, all of the AFSC managers are highly interested in the 

effects of certain national economic conditions and certain Air Force personnel policies 

on officer retention. They no longer have a large pool of officers to fill their voids. They 

also no longer have the large amount of money budgeted for training to cross train 

officers from one AFSC to another. Officer retention is a big issue to all of the AFSC 

managers because they still have to fill the positions required for day to day worldwide 

operations and they want to fill them with the best people they can. 

It is very important to mention that officer turnover is a necessary and an 

intrinsically good thing. The type of desired turnover occurs when the less 

productive/skilled officers leave in a controlled and managed fashion. However, officer 

attrition can pose a dilemma when highly trained, highly skilled, and very useful officers 

leave in a uncontrolled and unpredictable manner thereby leaving mediocre officers to 

do the jobs. 

Before the drawdown, the non-rated line officer retention rates were predicted 

merely by the simple average of past retention rates. However, since the drawdown, 

things have changed dramatically. Many officers live in fear of another drawdown with 

another potential RIF. The number of people who do not look to make the Air Force a 

career has increased dramatically. As more of the retirement benefits slowly decrease, 

this number could increase even more. Those that want to stay in the Air Force believe 

that they will not be allowed to stay in until retirement. What does this mean to the 

AFSC managers? Previous historical rates do not predict today's rates very well. This 



failure of predictive capability is happening at a critical time when valid loss estimates 

are needed for good managerial decisions on future Air Force force structure. 

The need for a better way to analyze and predict future officer retention rates is 

one of the vital issues addressed in this thesis research. 

Problem Statement 

The objectives of this thesis effort are: (1) investigate the effects of certain 

national economic conditions and certain Air Force related conditions on officer retention 

rates, (2) build, verify, and validate a multivariate linear regression model to be used by 

Air Force personnel management officials that will predict officer retention rates for 

rated and non-rated line officers aggregated by Yeargroups and AFSC groups. 

Scope 

All officers entering the Air Force receive at least a four-year active duty service 

commitment (ADSC). Historically speaking, most officers that have completed fifteen 

years will wait out the final five years and retire at the twenty-year (or later) point. For 

this reason, part of this research will concentrate on those non-rated line officers that 

have completed a minimum of four but not more than fifteen years of military service 

(YOS) in the USAF. The navigators (AFSC 12XX) incur a five year ADSC, so for them 

I will be concerned with 5 to 15 Yeargroups. The ADSC for the pilots (AFSC 11XX) has 

changed over the years. For 1986 and before, the ADSC was six years, for 1987 it was 

seven years, for 1988 to present it is eight years. Therefore, for the pilots, I will be 
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concerned with the 6 -15 Yeargroups. The model will be built entirely on voluntary 

retention data. Therefore, if a particular Yeargroup in a particular year still is under the 

initial ADSC, then that data will not be used in the model building process. 

This research effort will look at officers aggregated to the Yeargroup level with 

each Yeargroup split out by the first two digits of the AFSC. For example, we will lump 

al 11XX pilots for the 1987 yeargroup together. The reasoning for this aggregation is 

threefold. First, the data requirements needed at the individual entity level of detail for 

such a model would be enormous, secondly, the model would be too costly for use and 

high maintenance, and lastly, it is inappropriate.. Additionally, this researcher does not 

want to get involved in the politics of the relationship of gender, race, religion, and 

commissioning source with retention, should they exist. 



II. Literature Review 

Retention Models 

Various approaches exist for modeling retention rates. One frequently used 

approach is to model the stay/leave decision of an individual by investigating, analyzing, 

and studying the impact of certain economic and personnel policies on this decision. A 

different approach is to aggregate various officers into specified categories and 

subsequently analyze the impact of these same economic and personnel policies on their 

aggregated retention rate. A retention rate is simply defined as the ratio of those who 

stay divided by the total number in that particular group for a particular period of time. 

For example, if 100 officers start a period of service and 83 stay through to completion 

four years later, we would calculate the retention rate as 83/100 = .83. As previously 

mentioned, many earlier research efforts have concentrated on Air Force officer retention 

rates. Most of these studies dealt exclusively with pilot retention, but a few examined the 

total officer corps. This section of chapter 2 will detail some of these past research 

efforts. 

The first model, built by Götz and McCall of the RAND Corp., calculates a 

probabilistic weighted average of the cost of leaving the Air Force over various time 

horizons [Götz and McCall, 1984:1-10]. This dynamic programming model looks at the 

individual officer's history, econometric data, and alternative personnel policies and wage 

compensations. It subsequently predicts a stay/retire decision at each time interval. 

6 



Their theory is that as long as this cost of leaving remains positive, then the officer would 

stay in. However, when the cost of leaving became zero or even negative, then the 

officer would leave. Maximum likelihood determined the values of the parameters of 

this model. A major downfall of this model is that it is focused at the individual level. It 

requires each of the officer's personal history (sex, age, etc.), entire past Air Force history 

(commissioning source, rank, years of service, etc.), and various predictions or historical 

data for the econometric variables for the time period that the stay/retire decision 

prediction is to be made. These requirements introduce a tremendously large data 

requirement of the entire officer corps. 

The next model, built by Simpson, is a ordinary least squares (OLS) multivariate 

linear regression model which concentrates specifically on pilots in the seven to eleven 

years of service groups [Simpson, 1987: 12-21]. Simpson studied four different models 

(econometric, pay, profit, and job) and choose the best performing as his final model, the 

pay model. This model has three independent variables (civilian airline hires that year, 

corporate profits for the previous year, and the total unemployment rate for the previous 

year) that predict the logarithmic transform of the specific retention rate for the next year. 

The logarithmic transformation equation: 

träte = -ln(l - rate + .001) 1. 

Träte is the new transformed dependent variable and rate is the original retention rate. It 

should be noted that the .001 is an entirely arbitrary number that is added to avoid the 

ln(0). A major flaw of this model is that the use of OLS regression implies that the 

dependent variable can take on any value between negative infinity to infinity. This is 
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truly not the case for this model. Since the rate is bounded between zero and one, then 

the transformed rate is bounded between -.001 and 6.91. A normal model can still be 

useful in the case where the interval [-.001, 6.91] contains almost all of the probability 

(e.g., we could use a normal model when P[-.001 < träte < 6.91] > .99). I did, however, 

use some of Simpson's independent variables in the initial stages of my model building 

process. 

In 1990, Guzowski did follow on research to Simpson's thesis [Guzowski 

1990:15]. In his research effort, Guzowski used Simpson's technique and variables to 

build a model that would predict the retention rates of pilots three years in advance. His 

effort, however, encountered problems similar to Simpson's effort. 

A multivariate probit model was used by Roth, in 1981, to predict pilot retention 

rates [Roth 1981:87-107]. This effort concentrated on the decision of an individual pilot. 

He looked at the pilot's background, personnel file information, and military record for 

insights into the stay/leave decision making process. Again, the drawback to this model 

is that it concentrated on the individual and was therefore highly data intensive. 

The Air Force Human Resources Laboratory published three studies on Air Force 

Enlisted Personnel retention rates that studied retention prediction in a new way. The 

authors of these are DeVany - May 1978, Saving - June 1980, and Saving - July 1985. 

These studies used accession and retention models of the enlisted force and a life cycle 

model of the enlistment force. The accession and retention models are stochastic process 

models in which the force requirements were viewed as the number of servers and the 

mean time in the Air Force was viewed as the service time. The results of these two 



models were then used as input into the life cycle model. The theory of the life cycle 

model was that the enlisted individual will make decisions based on the present value of 

future earnings from either the military or civilian sector. Although these studies look at 

retention in a very interesting way, they also focus on the individual level. 

The final model, built by Cromer and Julicher, is an OLS multivariate linear 

regression model [Cromer and Julicher 1982: 28-37]. They studied the effects of several 

econometric variables on pilot retention rates. Three models built included a no lag, a 6- 

month lag, and a 1 year lag of econometric variables. They also looked at using factor 

analysis on the econometric variables to capture all of the relevant information while 

discarding the irrelevant information. Their model of choice was the one with the data 

unlagged. The negative aspect of this model is that the pilots are not split out by years of 

service. This model, therefore, assumes that the pilot retention rates are the same across 

the years of service spectrum, which is clearly a sweeping generalization. An additional 

problem with this model is that the bound on the dependent variable is between zero and 

one. 

The models described above provided insight for a methodology and guidance in 

the choice of independent predictor variables to be identified, analyzed, and discussed in 

this thesis effort. Although most of these models were based on the individual pilot's 

decision making process, the methodology can be expanded to the group level for all of 

the Air Force officers. The methodology of this thesis effort will be discussed in chapter 

three of this document. 



Modified Miller's Method 

The models built by Simpson, Guzowski, and Julicher/Cromer used the stepwise 

procedure of OLS regression model building. The stepwise procedure is an iterative 

search method that develops a sequence of regression models, where at each step an 

independent variable is either added or deleted. The criterion for adding or deleting a 

variable is in terms of the error sums of squares reduction [Neter and others, 1990:453]. 

This method, along with most other model building methods, has a potential problem of 

overfitting the data. Alan J. Miller, the Senior Principal Research Scientist of the 

Commonwealth Scientific and Industrial Research Organization (CSIRO) Division of 

Mathematics and Statistics in Melbourne Australia, states: 

In general, it is gross optimism to hope that an ad hoc procedure of adding 
one variable at a time, and perhaps plotting residuals against everything 
which comes to mind, will find the best fitting subset [Miller, 1990:13]. 

In 1984, Miller described a method to overcome this problem of data overfitting 

by augmenting the variable pool with a number of extraneous random variables and using 

them to determine which variables originally in the model might also be extraneous 

[Miller, 1984,1990:84]. In 1993, Woollard applied this procedure and named it Miller's 

Method [Woollard, 1993:21-22]. Woollard augmented the variable pool with an equal 

number of extraneous random variables, generated from the standard normal distribution, 

and the forward selection procedure was then used. The stopping criteria for this 

procedure is the inclusion of the first known extraneous random variable. The preferred 

model was the model built previous to the inclusion of the first known extraneous 

random variable. The variables not included were considered insignificant. 
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Mutlu observed in 1994 that in reality, Miller's Method was a simulation of 

extraneous variables, because randomly generated known random variables are exposed 

to the same sampling error that the extraneous variables are exposed to [Mutlu, 1994:41- 

42]. Like other simulation techniques, Miller's Method should be run multiple times, in 

order to minimize the effect of this sampling error. Mutlu named this technique of 

multiple runs the Modified Miller's Method (MM Method) [Mutlu, 1994:41]. In his 

research effort, Mutlu had to answer three fundamental questions for the use of the MM 

Method. 

1.)  How many known extraneous variables should be augmented to the variable 
pool? 

2.)  How many simulation runs of MM Method should be run? 
3.)  How do you choose the best model? 

Mutlu's answers to these questions follow [Mutlu, 1994: 43-57].The answer to the 

first question is dependent on the sample size of the data. The number of known 

extraneous random variables is equal to the augmentation coefficient multiplied by the 

number of possible predictors. For a sample size of 10,20, 30 and larger, the 

augmentation coefficient is 1, 1.5, and 2 respectively. The number of simulation runs is 

given by this formula: 

Runs > 9 

where V = Total number of variables, 

R = Number of known extraneous random variables. 

The procedures for the selection of the most appropriate model is to first find the most 

frequent model. If it is not the null model (that is, the model without a single variable), 

11 
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then this one is the best model. If it is the null model, then calculate the theoretical 

probability of getting the null model assuming all of the variables are extraneous. 

P (Null) = — 3. 

with V and R as defined above. If the calculated frequency of the null model is much 

less then the theoretical probability, then choose the second most frequent model. If the 

calculated frequency of the null model is much more then the theoretical one, then the 

null model is chosen. If it is close, then look at how many deviations the calculated value 

is from the expected value, where 

E(Null) = Runs * P (Null) 4. 

and V(Null) = Runs *P (Null)* (1 -P (Null)) 5. 

Hence, good judgement is necessary in determining whether the null model is the best 

model. 

Logit Models 

A stay/leave decision could be considered as a dichotomous outcome, also called 

a quantal or binary outcome. The logistic distribution is commonly used when an 

outcome is binary. The form of the multivariate logistic distribution is: 

*(x)*E\y\x\- 
>0*Ml* -**,*, 

1+e».*'i«.—V, 

where 0 <; n (x) <; 1 and x is the vector [xx... Xp]T. A very important transformation of 

w (x) is the logit transformation. The logit transformation is defined as: 

logit = g(x) = In 

12 
i, !-*(*), 



which simplifies to, 

/ogrY = g(x)=p0 + ß1x1+- + ßi(xi) 8. 

The importance of the logit is that it has many of the desirable properties of a linear 

regression model. The logit is linear in its parameters, may be continuous, and may 

range from negative infinity to infinity, depending on the range of x [Hosmer and 

Lemeshow, 1989:7]. In fact, Cox in 1970 states that the method of ordinary least squares 

can be used to give asymptotically efficient procedures for the logit transformation when 

binary observations are grouped into sets where all trials in the same set have the same 

probability of success [Cox, 1970:30-32]. Each set is assumed to contain a reasonably 

large number of equal, or nearly equal, trials. In the case of officer retention, the first 

assumption implies that each officer in the group under the same influences will have the 

same probability to stay in the Air Force. For this research effort, this will be assumed to 

be valid. The second assumption of a large number of equal, or nearly equal trials 

implies that the sample size in each group is relatively large and constant. The large 

sample size will be discussed in the data collection section of the next chapter. The equal 

number of trials requires good analytical judgement. If the trials are not nearly equal, the 

model will have heteroscedasticity. The remedy for this would be the use of weighted 

least squares. Therefore, for this effort, the trials will be assumed to be nearly equal, and 

OLS regression will be used for the model building process. The residuals were checked 

for heteroscedasticity. If heteroscedasticity existed, the model building process would 

have been redone using weighted least squares regression. 

13 



It is evident that equation 7 needs a slight modification because it will be 

undefined when * (x) = 0 or 1. Cox defines a modified logit transformation as [Cox, 

1970: 33]: 

logit = g(x) = In 
TU (x) + .5 

\ 1 - it (x) + .5 

Note that the .5 plays a role similar to that of the .001 in equation 1 (p. 7). For the 

remainder of this research effort, n (x) will be the retention rate of the specific group 

under study. 

14 



III. Methodology 

Introduction 

The purpose of this chapter is describe the research procedures for this thesis 

effort. There are two parts to this chapter. The first deals with the task of empirically 

validating the tournament approach of the MM method of variable selection and the 

second discusses the procedure for building a model that attempts to predict Air Force 

officer retention rates. The model building procedure is split up into the following steps: 

1) data collection, 2) independent variable screening and initial model building, 3) 

diagnostic residual analysis, 4) model revision, and 5) model verification and 

validation. This chapter will explain each of these steps. 

Tournament Approach 

One approach to using the MM method of variable selection is to place all of the 

possible predictor variables into the variable pool along with all of the known extraneous 

random variables. The MM method, as described in chapter 2 of this document, is then 

used on this large variable pool. There is no problem with this approach when the 

number of variables in the original model is small. When the number of variables in the 

original model is large, as it is here because of interactions, the computer resource 

requirements required becomes a significant problem. The essential variables for this 

research effort include 10 econometric, 1 military specific, and five sets of binary 

15 



variables ( 18 AFSCs, 11 YOS, RIF that year, VSI/SSB that year, TERA that year). A 

total of 6720 predictor variable combinations are possible (including interactions with 

the binary variables). The SAS system is not capable of handling that many variables 

with only 19 years of annual data. 

A tournament approach to the MM method of variable selection is a method in 

which the total variable pool of the possible predictor variables and known extraneous 

random variables are partitioned into several mutually exclusive and collectively 

exhaustive subsets. It is important to note that the ratio of known extraneous random 

variables to possible predictor variables must remain constant throughout this variable 

selection process. The MM method is then employed on each of these subsets. The 

"winners" at this level are then aggregated into a few variable pools and the MM method 

is subsequently used again. This aggregation and use of the MM method is utilized until 

all of the winner variables can be combined into a single variable pool and then the MM 

method is used a final time with the winner variables being included in the model. This 

iterative process is very useful for large variable pools such as the size of the variable 

pool in this research effort. 

Intuitively speaking, this tournament approach makes a lot of sense. If a variable 

is truly extraneous, then this approach should not include the variable in the final model. 

However, what was not so clear is what happens when collinearity between variables 

exists. In the stepwise regression procedure, the variable that has the highest predictive 

power will be included first, then it will only include variables that add a specified 

amount of additional predictive power to the model. A variable that is moderately 

16 



collinear with the first variable and which adds more than the certain amount of 

additional predictive power, then it will be included in the model. Usually, the more a 

variable is collinear with the first variable, the less chance it will have of being included 

in the model. 

The task of empirically validating the tournament approach was accomplished by 

simulation. First a pool of 24 variables each with a sample size of 25 was built, 12 

variables were valid predictors of the response and 12 were known extraneous random 

variables. One of the seven valid predictors was highly correlated (scalar multiples) with 

the remaining five non-valid predictors and the remaining six valid predictor variables 

were not correlated. The extraneous random variables are generated from a normal 

distribution with a mean of zero and a variance of 1 (N(0,1)). The model of the 

dependant variable is of the form, 

y = lOXj + 5x2 + 4x3 +3x4 + 2x$ + xf + .5x7 + e 10. 

where xx: first of the highly correlated variables, 

x2 -x7: the six uncorrelated variables, 

e: error ~N (0,1). 

The 25 values of the dependant variable were computed using equation 10. 

Next, the pool of 24 variables was split into four subsets with six variables each 

(three known extraneous and three possible). Each of these four subsets were processed 

through the MM method 18 times. The winner variables of each subset were then 

aggregated into one variable pool, and the MM method was ran an additional 18 times on 

this pool. The winner variables of this last run were the exact same variables that won 
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when I ran all 24 variables together through the MM method eighteen times. I then 

executed this routine six different times with different combinations of the twelve 

possible predictor variables. The outcome was always the same as when the whole 

variable pool was run. With this result, I concluded that the tournament approach to the 

MM method was indeed a valid technique. This approach is implied when the MM 

method is used for the rest of the research effort. 

Data Collection 

The first step of the model building process is data collection. A list of the 

econometric and military specific variables with each source is included in Table 3-1A & 

Table 3-1B. 

Table 3-1 A: Econometric variables and sources 

Econometric Variables Source 

Airline Hiring Rates FAPA 

Leading, Coincident, and Lagging Indexes BE A - Survey of Current Business 

Consumer Sentiment Index BEA - Survey of Current Business 

Index of Help-wanted Advertising BE A - Survey of Current Business 

Federal Reserve Discount Rate BEA - Survey of Current Business 

Civilian Unemployment Rate BEA - Survey of Current Business 

Pay Difference (Employment Cost Index - 

Military Pay Increase Rate ) 

Monthly Labor Review & 

Armed Services Almanac 

White Collar Unemployment Rate Employment & Earnings 

18 



Table 3-1B: Military specific variables and sources 

Military Specific Variables Source 

Advanced Academic Degree Percentage AFMPC 

Pilot Bonus Eligibility AFMPC 

RIF, VSI/SSB, and TERA Years AFMPC 

It should be noted that the econometric variables are published either monthly or 

quarterly. A simple average of the months/quarters in a particular Fiscal Year was 

calculated, and this average was used in the model building process. The fiscal year was 

used instead of the calendar year because all of the military specific data is in Fiscal 

years. These variables are used in the initial model screening phase of the building 

process. Specific definitions of each variable and reasons for possible inclusion in the 

model is found at Appendix A of this document. During the screening process, each of 

the variable's potential predictive power were analyzed and the variables that were 

chosen to be statistically related to the retention rate were included in the final model. 

Since most of this data is econometric, one would expect a severe problem of 

multicollinearity. However, one should recall that the stepwise procedure handles this 

problem by adding variables into the model one at a time. At each step of the process, 

the new variable is analyzed for statistical correlation to the dependent variable with all 

of the other included variables already in the model. The variance inflation factors will 

be analyzed as a safety measure for multicollinearity. For the remainder of this research 

effort, the data collected is assumed to be accurate. 
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It was decided that only AFSC's that had an average yeargroup size of 40 

individuals or more would be considered for analysis at the individual AFSC level. This 

decision is to fulfill Cox's assumption of large sample size in each group. The other 

AFSC's will be grouped with other larger AFSC's. Table 3-2A contains the individual 

AFSC's that will be grouped later in the research effort. Table 3-2B contains the 

individual AFSCs that are considered, their average size, and a brief description. 

Table 3-2A: AFSC's to be grouped later 

AFSC Description 

10 Operations Group Commander 

16 Air Attache 

20 Logistics Commander 

22 Space and Missile Maintenance 

30 Chief, Mission Support 

34 MWR and Services 

35 Public Affairs 

36 Personnel Programs Officer 

38 Manpower Management 
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Table 3-2B: AFSCs Considered 

AFSC Cist Two Dieits) Average Size Description 

11 1190 Pilots 

12 529 Navigators 

13 321 Space, Missile, ATC 

14 132 Intelligence Officers 

15 62 Weather Officers 

21 153 Maintenance Officers 

23 61 Supply Officers 

24 43 Transportation Officers 

25 43 Logistics Officers 

31 47 Security Police 

32 90 Civil Engineers 

33 294 Communication- 
Computer Systems 

37 107 Information Management 

61 60 Scientists 

62 225 Engineers 

63 80 Acquisition Officers 

64 60 Contracting Officers 

65 73 Financial Management 

Variable Screening and Initial Model Building 

Initially, three separate ANCOVA models were built for each AFSC. Each model 

contained each of the ten econometric variables, one military specific variable, ten 

indicator variables for the 11 YOS, and two more indicator variables if a RIF or 
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VSI/SSB/TERA occurred that year. AFSC 11 (pilots) also had one more indicator 

variable for pilot bonus eligibility. The only difference in the three separate models was 

that the ten econometric variables were lagged one, two, or three years respectively. 

Each of the models contained the cross products of the 13 indicator variables with the 13 

quantitative variables and the cross products of 13 quantitative variables, the ten YOS 

indicator variables, and three exit bonus indicator variables. These variable pools were 

augmented with 240 known extraneous random variables that were drawn from the 

standard normal distribution. 

The tournament approach of the MM method was used for variable screening on 

each of the three models for each AFSC. Eighteen runs of the forward stepwise 

procedure in SAS was considered valid for each iteration of the tournament. The winners 

from the three models were aggregated into one variable pool. This pool was augmented 

with an equal amount of fresh extraneous random variables. Eighteen runs of the forward 

stepwise procedure was used with this pool of merged variables. The winners from this 

merged variable pool run were included in the final model for each AFSC. Appendix B 

of this document contains the results of this variable screening and model merging for 

each of the separate AFSC's. 

The results of the merged models were not good. In speaking with the personnel 

analysis division at AFMPC, it was decided that a "good" model would have a r-squared 

value between 0.4 and 0.7. Anything below this range would be marked as not good 

enough and anything above might be considered as unrealistic and overfitting the data. 

Six of the eighteen AFSC's had R-squared values above the .4 threshold. When 
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comparing the average size of the AFSC and the R-squared value, a visible pattern was 

readily evident. As the average size of the AFSC grew, so did the R-squared value. This 

pattern is the exact reason why the models were being built on the group level. The 

breakdown of the AFSC's by the first two digit's was making some of the groups too 

small. In essence, we were back to the prediction on the individual level. 

A simple remedy to this problem is to aggregate the AFSC's into groups of like 

AFSC's. The ANOVA procedure with the Scheffe method for testing equality of means 

was used to determine which AFSC's were statistically alike. SAS was used for this 

procedure. Table 3-3 contains the groups of the AFSC's that could be combined both 

statistically and logically. 

Table 3-3: AFSC Grouping 

Group AFSC 

1 11 

2 13,14,15 

3 21,23,24,25,31 

4 33,37,64,65 

5 32,61,62,63 

6 12 

Each of the AFSC's in Table 3-2A (10,16,20,22,30,34,35,36,38) that were 

deemed too small to be analyzed by themselves were put into one of the six 

aforementioned groups. Since the average size of these AFSC's was too small for any 
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statistical significance testing, this dispersing was purely based on logic and the specific 

composition of these AFSC's. For example, AFSC 10 and 16 are primarily pilots, so they 

were put in group 1. Table 3-4 outlines the final AFSC groups. 

Table 3-4: AFSC Grouping (all AFSC's) 

Group AFSC's 

1 10,11,16 

2 13,14,15 

3 20,21,22,23,24,25,31 

4 30,33,34,35,36,37,38,64,65 

5 32,61,62,63 

6 12 

Diagnostic Residual Analysis 

Diagnostic checking for model aptness is usually done through the examination of 

the residuals (pX where e{ is simply the difference between the observed value and the 

fitted value. It should be noted that there is a distinction between a residual and the true 

model error (ej). The true model error is the difference between the observed value and 

the expected value of the observed value and e; is an estimate of e;. For an OLS 

regression model, the true model errors, e;, are assumed to be independent normal 

random variables, with a mean equal to 0 and constant variance of a2. If the fitted model 

is indeed apt for the data at hand, the observed residuals should then reflect the properties 

assumed for the true model error (ej) [Neter and others, 1990: 115]. There are three 
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areas of residual diagnostics that were analyzed. These include heteroscedastic (do not 

have a constant variance) residuals, residuals that are not independent, and not normally 

distributed residuals. 

Heteroscedasticity is easy to detect by looking at a graph of the residuals versus 

the predicted values. Heteroscedasticity is present when the spread of the residuals is not 

equal across the graph, that is, as the predicted value increases, the spread either 

increases or decreases. 

The Durbin-Watson statistic was used to indicate whether there is any pattern in 

the residuals. The D-W statistic is: 

D.W=JZl , 11. 
n 

where n is the sample size. If the residuals are essentially random (independent), then the 

D-W statistic is around 2. If there is positive autocorrelation in the residuals, the D-W 

statistic will be less then 2. If there is negative autocorrelation in the residuals, the D-W 

statistic will be greater than 2. The range of the D-W statistic is from 0 to 4, and the 

theoretical underpinnings of this statistic are complex, so that in practice, reference is 

made to tables for approximate significance tests [Makridakis, 1983: 53 - 54]. SAS will 

output the D-W statistic and the appropriate significance level. 

There are two ways to check for the normality of the residuals. The first is to plot 

a normal probability plot of the residuals. In this plot, each residual is plotted against its 

expected value when the distribution is normal. A plot that is nearly linear suggests 
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agreement with normality, whereas a plot that departs substantially from linearity 

suggests that the error distribution is not normal [Neter and others, 1990:125]. The 

second way is to compute the Kolmogorov statistic and probability of getting a larger 

statistic when the sample is in fact normal. The univariate procedure in S AS will conduct 

both of these methods. 

Model Revision 

There are many ways to attempt to revise a OLS regression model if it shows 

signs of either heteroscedasticity, autocorrelation, or non-normal residuals. 

Heteroscedasticity can be addressed through the use of weighted least squares regression 

or a transformation of the dependent variable. Autocorrelation can be addressed by 

adding one or more independent variables, transforming one or more of the existing 

variables, or even fitting a Box-Jenkins (ARIMA) model to the residuals. Non-normal 

residuals are also usually addressed by transforming one or more variables. I will not go 

into any further details on these procedures since the developed models' residuals did not 

show any significant signs of heteroscedasticity, autocorrelation, or non-normality. 

Model Verification and Validation 

Model verification is a process to determine if the developed model predicts the 

logit of a retention rate. This test is accomplished by simply getting data for any given 

year and using it to make a prediction. If the inverse of the predicted logit is between 

zero and one, then the model is verified at that point. Because of the method of 

calculation, this inverse must be between zero and one. Sensitivity analysis can be 
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accomplished to determine if the model is verified across the entire range of each of the 

independent variables in the model. 

Model validation is the process to determine if the fitted model accurately 

predicts the logit and thereby the retention rate of the given AFSC group in the given 

YOS. The models for each of the AFSC groups were developed using data from 1976 to 

1993. The data from 1994 and 1995 was withheld from the building process specifically 

for the validation process. This data was then input into the models and prediction point 

estimates and the prediction intervals of the particular logit values were computed. These 

estimates and intervals were then transformed into the retention rate space. The 

researcher then checked if the prediction intervals contained the actual retention rate. 

The results and analysis of this interval check is in the next chapter. 
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IV. Findings and Analysis 

Introduction 

In this chapter, I shall discuss and analyze the selected model, the results of the 

diagnostic residual analysis, and the results of the model verification and validation 

process. For brevity, only the group 1- Pilots (AFSC 10, 11, 16) model will be discussed 

in this chapter. A brief discussion of the remaining AFSC groups is contained in 

Appendix C. 

Selected Model for Group 1 

The ANOVA table for the prediction model selected for Group 1 based on data 

from 1976 -1993 is as follows: 

Dependent Variable : Logit transformed retention rate 

Sum of Mean 
Source DF Squares Squares F Value Prob>F 

Model 9 52.54090 5.83788 66.183 0.0001 
Error 159 14.02504 0.08821 
C Total 168 66.56594 

R-square       0.7893      AdjR-sq       0.7774 

Parameter Estimates 

Independent 
Variable 

Intercept 
AADper 
Leadl 

DF 

1 
1 
1 

Parameter 
Estimate 

5.239586 
2.268479 
-0.042235 

Standard 
Error 

0.74559024 
0.12926141 
0.00738376 

T for HO: 
Parameter=0   Prob > |T| 

7.027 
17.550 
-5.720 

0.0001 
0.0001 
0.0001 
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Uratel                  1 [         0.107702 0.02806401 3.838 0.0002 
HelplY6               ] [         -0.008882 0.00138361 -6.419 0.0001 
P1ÜY6                  ] I         0.000309 0.00003873 7.976 0.0001 
WhitelYlOB         ] I         0.208614 0.05680248 3.673 0.0003 
PaydiflY6B          1 I         0.476408 0.09066869 5.254 0.0001 
Sent3                   1 I         -0.009471 0.00360552 -2.627 0.0095 
Plt3Y6                  1 L         0.000138 0.00002989 4.626 0.0001 

where AADper :       the percentage of the pilots in that YOS that have a advanced 
academic degree, 

Leadl : Leading economic indicator for the previous year, 
Uratel : Unemployment rate for the previous year, 
Helpl Y6 :       Cross product of the Help-wanted in advertisement index for the 

previous year and the YOS 6 indicator variable, 
Pltl Y6 : Cross product of the Airline hiring rate for the previous year and 

the YOS 6 indicator variable, 
WhitelYlOB: Triple cross product of the white collar unemployment rate for the 

previous year, YOS 10 indicator variable, and the pilot bonus 
indicator variable, 

PaydiflY6B:   Triple cross product of the pay difference for the previous year, 
YOS 6 indicator variable, and the pilot bonus indicator variable, 

Sent3 : Consumer sentiment rate from three years previous, 
Plt3Y6 : Cross product of the Airline hiring rate from three years previous 

and the YOS 6 indicator variable. 

As seen from the ANOVA table, all of the independent variables are significant. The 

model is also significant. The R-square value of .7893 is the best for all of the models. It 

should be noted that YOS 6 should only be used for years 1992 and before, YOS 7 for 

1993 and before, YOS 8 & 15 can be used anytime. These restrictions on the YOS for 

pilots is due to the changing of the ADSC incurred for pilot training. 

In order to make this model useful, the analyst must use the inverse of the logit 

transform in order to get the predicted retention rate. The inverse logit transform is: 

PredlctitaZlt 
Predicted Retention Rate 

1 +c Predicant/It 
(12.) 
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There are a few interesting things to note about the independent variables. First 

of all, the coefficients for the leading economic indicator and for the help-wanted 

advertising index are negative. This makes perfect sense since as either the leading 

indicator or the help-wanted index gets bigger, the better the economy is and the more 

pilots would feel safe in leaving the Air Force. The coefficients for the unemployment 

rate and the white collar unemployment rate are both positive. This again makes sense 

since higher rates for both of these would indicate a poorer economy and pilots would 

therefore feel safer in staying in the Air Force. The coefficient for the pay difference is 

also positive. This positive coefficient is very misleading. The definition of pay 

difference, military pay increase minus the employment cost index, is the answer to this 

confusion. If the ECI is larger than the military pay increase, then the pay difference is 

negative, thereby having a negative effect on retention. This makes sense again, since if 

the civilian sector is getting larger pay raises than the military sector, more pilots will 

want to leave, thereby making the retention rate fall. The positive coefficients of the two 

airline pilot hire variables seem counter-intuitive. One would expect these to have a 

negative impact on retention. However, since both of these are interaction terms (with 

YOS 6), this could be interpreted as lower rates for YOS greater than six (rates lower 

than YOS 6). 

Diagnostic Residual Analysis 

As mentioned in chapter 3 of this document, the way to check for 

heteroscedasticity is through the examination of the graph of studentized residuals versus 

the predicted value. As seen in Figure 4-1, it appears that the studentized residuals are 
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equally spread across the graph. Therefore, the assumption of homoscedasticity of the 

residuals is valid. 

Figure 4-1 : Plot of Studentized Residuals vs. Predicted Value of Logit 
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Next, the Durbin-Watson statistic was calculated in order to indicate if a pattern 

was present in the residuals. The calculated statistic was 1.995. Since this is very close 

to 2, it indicates that there is no significant pattern in the residuals and the assumption of 

independence is valid. 

The final residual check is for normality. This was accomplished by first 

calculating the Wilkes-Shapiro statistic. The calculated statistic was 0.9889, with a 

0.9070 probability of obtaining a value less then this when sampling from a normal 
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population. This indicates that the residuals are normal. The second check was by 

examining the normal probability plot of the residuals. As seen in Figure 4-2, it appears 

that the plot is nearly linear. This again suggest that the residuals are normal. Therefore, 

the assumption of normality is valid. 

Figure 4-2 : Normal Probability Plot of the Studentized Residuals 
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Model Verification and Validation Results 

The entire set of data points for years 1975-1993 were imputed into the model 

shown above. The predicted retention rates were calculated using the inverse logit « 

transformation above. All of these predicted rates fell between zero and one. This is no 

surprise since the mathematical derivation of the logit transformation insures that the 

inverse logit will fall between zero and one. The model is therefore verified for use in 

predicting retention rates given the needed independent variable inputs. 

The FY 1994 data that was held back was imputed into the model described 

above using SAS. The output was logit point estimates and the lower and upper bounds 

for a 95% prediction interval for each of the YOS. Each of these corresponding values 

was then transformed into retention rates. The results were then compared to the actual 

retention rates. The results follow in Table 4-1. 
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Table 4-1: Predicted Retention Rates for FY 94. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

8 88.00% 82.30% 95.88% 94.76% YES 

9 90.14% 85.84% 97.83% 97.71% YES 

10 91.64% 84.97% 98.18% 96.84% YES 

11 93.12% 80.68% 95.79% 95.74% YES 

12 91.87% 81.24% 93.46% 89.67% YES 

13 90.73% 86.38% 95.44% 88.94% YES 

14 96.53% 89.45% 98.57% 94.77% YES 

15 94.93% 90.45% 96.92% 93.63% YES 

Figure 4-3 : Graph of retention rates vs. year of service for 1994 
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One should notice that all of the actual retention rates fall within the 95% prediction 

interval. 

Model Revision Results 

The model was then revised using the F Y 94 data along with the original data. 

Most times when an analyst revises the model, he expects the variables and/or 

coefficients not to change that drastically. In this effort, the researcher thought that this 

would not be the case for these models. The reason being that the retention patterns have 

gone through tremendous change because of the downsizing. The downsizing has forced 

all of the voluntary exits to leave earlier than seen in previous data. Now at the end of 

the downsizing process, the retention rates are unnaturally high, because all of those who 

would historically leave, have already left through exit incentives. This can easily been 

seen in the 1994 predictions for YOS 8-11. One would expect the model revisions to 

settle down, once all of this downsizing turmoil settles down. This will be addressed 

once again in the next chapter on conclusions and recommendations. 

The ANOVA table for the prediction model selected for Group 1 based on data 

from 1976 -1994 is as follows: 

Sum of Mean 
Source DF Squares Square F Value Prob>F 

Model 15 58.42846 3.89523 55.158 0.0001 
Error 153 10.80551 0.07062 
C Total 168 69.23397 

R-square      0.8439   Adj R-sq      0.8252 
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Parameter Estimates 

Parameter Standard T for HO: 
Variable Estimate Error Parameter=0 Prob > |T| 

Intercept 2.140962 0.28540935 7.501 0.0001 
AADper 1.867857 0.18726005 9.975 0.0001 
AADperE -1.665285 0.38207628 -4.359 0.0001 
AADY6B 22.97738 4.50335854 5.102 0.0001 
DefprolY 60.044899 0.00676611 6.636 0.0001 
Y6 -3.065561 0.38531819 -7.956 0.0001 
PaydiflY13E 0.387052 0.08910014 4.344 0.0001 
Pltl -0.000046 0.00001131 -4.060 0.0001 
P1UY9E 0.000635 0.00014695 4.323 0.0001 
PltlYlOE 0.000473 0.00014273 3.317 0.0011 
Urate2 0.044084 0.00901942 4.888 0.0001 
Lag2E 0.011541 0.00208967 5.523 0.0001 
Plt2Y7 -0.000060 0.00002052 -2.910 0.0042 
Plt2Y8 -0.000051 0.00001878 -2.722 0.0073 
Irate2Y6B -0.291213 0.05698227 -5.111 0.0001 
Sent3 -0.010416 0.00337926 -3.082 0.0024 

Order Variables entered with respective partial R2 value 

Order Variable Partial Model 
R**2 R**2 

1 Plt2Y7 0.1996 0.1996 
2 Plt2Y8 0.1558 0.3554 
3 AADY6B 0.0666 0.4220 
4 P1ÜY9E 0.0569 0.4789 
5 Lag2E 0.0554 0.5343 
6 DefprolY6 0.0444 0.5787 
7 Urate2 0.0443 0.6230 
8 Irate2Y6B 0.0368 0.6598 
9 Y6 0.0367 0.6965 
10 Pltl 0.0316 0.7281 
11 AADper 0.0303 0.7584 
12 PaydiflY13E 0.0284 0.7868 
13 AADperE 0.0207 0.8075 
14 Sent3 0.0152 0.8227 
15 PltlYlOE 0.0122 0.8349 
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where Defprol :        Defense Production index for the previous year, 
Lag2 : the lagging economic indicator from two years previous, 
Irate2 : the federal funds interest rate from two years previous, 
E suffix :        the exit incentive indicator variable, 
B suffix :        the pilot bonus indicator variable, 

and the rest of the variables are defined above. 

It is interesting to note that not only has the number of independent variables 

increased by six variables, but the R-squared value has increased to .8439. One would 

expect that with adding another year's worth of data, that the R-square value would 

remain constant or even decrease. This increase means that the things for Group 1 at 

least might be starting to settle down and the percentage of those pilots that have taken 

the bonus has increased, thereby making it easier to predict retention rates. 

Heteroscedasticity is still not a problem after adding the 1994 data, as seen in 

figure 4-4 below. 
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Figure 4-4 : Plot of Studentized Residuals vs. Predicted Value of Logit 

The calculated Durbin-Watson statistic was 2.184. Since this is still very close to 2, the 

assumption of independence is still valid. The calculated Wilkes-Shapiro statistic was 

0.9853, with a 0.7279 probability of obtaining a value less then this when sampling from 

a normal population. This indicates that the residuals are still normal. The normal 

probability plot in figure 4-5 also indicates this normality. 
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Figure 4-5 : Normal Probability Plot of the Studentized Residuals 
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The researcher used the final retention rates for 1995 for a final check on the 

models and final model revision. Group l's predicted retention rates for 1995 and 1996 

are in tables 4 - 2 and 4 - 3 respectively. 

Table 4-2 : Retention rates for Group 1 for 1995 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

8 91.51% 85.52% 95.16% 90.16% YES 

9 97.60% 95.11% 98.84% 96.55% YES 

10 96.90% 93.74% 98.50% 98.00% YES 

11 92.69% 87.82% 96.71% 96.41% YES 

12 92.71% 87.85% 95.72% 91.64% YES 

13 95.27% 87.49% 97.42% 89.90% YES 

14 93.11% 88.02% 96.13% 94.33% YES 

15 93.17% 87.97% 96.22% 93.76% YES 
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Figure 4-6 : Graph of retention rates vs. year of service for 1995 
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Table 4-3 : Predicted retention rates for Group 1 for 1996 

YOS Predicted Rate 95% Lower Bound 95% Upper Bound 

8 91.17% 84.99% 94.96% 

9 98.09% 95.76% 99.15% 

10 97.63% 94.19% 98.82% 

11 92.49% 87.46% 95.61% 

12 92.52% 87.49% 95.63% 

13 90.80% 84.73% 94.62% 

14 92.77% 87.55% 95.90% 

15 92.99% 87.38% 96.22% 

39 



V. Conclusions and Recommendations 

Introduction 

This chapter will summarize the conclusion of the analysis of officer retention 

rates. The possible applications of these retention models will be discussed. Several 

recommendations for refining this approach to modeling retention rates will be 

suggested. 

Conclusions 

The results that were summarized in the last chapter and in appendix C of this 

document, truly indicate that the use of the Modified Miller's Method of Variable 

Selection is a very good analysis tool in the model building process for officer retention 

rates. For Group 1 (pilots), for instance, the final model explains over 82 % of the total 

variation of nineteen years worth of retention data. The models for all of the other 

groups do not explain this much variation. They all do however explain between 45 % to 

55 % of the total variation. All of these models, however, are valuable tools for 

personnel managers, by not only allowing them to accurately predict the retention rates 

for the next fiscal year, but it also gives them the ability to analyze retention trends by 

looking at the predictor variables. 

The previous chapter has also demonstrated that there is a true statistical 

relationship (i.e. not random) between the retention rate and certain econometric 

predictor variables. This means that in most cases, at least half of the reasoning behind 
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an officer's decision to stay or leave is based purely on economics. This is a very good 

sign to the analyst who is trying to make predictions about retention. It would be nearly 

impossible to try to predict retention when it is based almost entirely on random 

reasoning. 

Another benefit of these models are there ease of use and maintenance. All of 

these model are ordinary linear regression models. This technique is widely known and 

used in the analysis community. All of these models have under 10 predictor variables, 

which really cuts down on the data requirements for use and refinement. 

One of the negative aspects of these models was seen in the model revision in the 

previous chapter. The model variables and coefficients seem to be changing a lot. This 

is due to the changing patterns in the retention trends. It would be foolish to believe that 

one single model will work from now on. Retention patterns are changing now in ways 

that have never before been seen. Any model built from past data will not be able to pick 

up these new changes. 

Another drawback to these models are that they do not attempt to quantify the 

impact of the gradual erosion of the retirement benefits and/or healthcare benefits on 

retention. It seems logical that as the retirement/healthcare benefits are decreased, there 

would be less and less incentive to stay in the Air Force. 

One final drawback to these models is that they show statistical correlation of the 

predictor variables to the logit transformed retention rates and not directly to the rates 

themselves. This makes the interpretation of the predictor coefficients a little more 

difficult. An analyst cannot simply look at the coefficient and say what an increase in 
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that variable will directly do to retention. However, by using inverse logit 

transformation, the analyst can indirectly find out what an increase in that variable will 

do to the retention rate. Therefore, predictor correlation to retention is possible but is not 

as simple as reading off a coefficient. 

Recommendations 

Due to the fact that the predictor/coefficients are changing during model revision, 

the researcher would recommend that these models be revised annually when the next 

fiscal year data is published. The researcher is optimistic that the changes will cease 

when the military drawdown and its' effects are over. 

One of the main reasons behind the econometric variable changes during model 

revision is probably due to the fact that most of those econometric variables are highly 

correlated with each other. One simple remedy to this is by using principle component 

analysis on the predictor variables. This would not only cut down on the number of 

possible predictors, but it would also quantify the true underlying essence of those 

variables. The only drawback to principle components is that interpretation of the 

predictor variables would become difficult. 

If one only wanted to predict officer retention rates, then the Box-Jenkins 

seasonal auto-regressive integrated moving average (SARIMA) method of model 

building might be a good avenue for further research. It seems probable that some of the 

variance in retention rates is based on the retention rates in the past. Therefore, it is 

suggested to try to use the SARIMA method on the residuals of the method in this effort. 
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Another suggestion for further research is to investigate the correlation of 

retirement/healthcare benefits and retention. The major difficulty in this would be how to 

quantify the value of those benefits now and in the past. Along those same lines, it might 

be beneficial to investigate the impact of how society views the military. This once again 

seems very difficult to quantify. 

In conclusion, there are many aspects to an officer's decision to stay or leave the 

Air Force. This research has shown that, in most cases, over half of it is explained by 

economics. Further research should concentrate on the explanations of some or most of 

the other half. 
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Appendix A - Data Description 

This appendix will give a short description source of all of the variables in Table 
3-1 of this document. 

Airline hiring rates: The Future Aviation Professionals of America (FAPA) is the source 
of this data. This variable is a count of the total number of pilots that are hired in a given 
year by major, national, and jet airlines. Since most of the pilots leaving the Air Force go 
and fly for these companies, this variable should be a very good indicator of pilot 
retention. 

Leading Economic Index: The Bureau of Economic Analysis in the U.S. Department of 
Commerce provides this data in the Business Conditions Digest and in the Survey of 
Current Business. This index represents business commitments and expectations 
regarding labor, product, and financial markets and, thus points to future business 
actions. The components of this index reflect: the degree of tightness in labor markets 
due to employer hiring and firing; the buildup of orders, contracts, and inventories that 
affect future production; materials prices that reflect shortages or gluts of raw materials 
for which some time will be required to expand or reduce inventories; and financial 
conditions associated with the availability of funds in credit markets and the optimism 
and pessimism generated by price movements in the stock market [Frumkin, 1990:164- 
166]. 

Coincident Economic Index: The Bureau of Economic Analysis in the U.S. Department 
of Commerce provides this data in the Business Conditions Digest and in the Survey of 
Current Business. This index represents the current level of actual production and sales. 
The components of this index reflect: employment; real incomes generated from 
production; output in cyclically sensitive manufacturing and mining industries; and real 
manufacturing and trades sales depicting the flow of goods from manufacturers to other 
consuming businesses, as well as to distributors and households [Frumkin, 1990 164- 
166]. 

Lagging Economic Index: The Bureau of Economic Analysis in the U.S. Department of 
Commerce provides this data in the Business Conditions Digest and in the Survey of 
Current Business. This index represents whether business costs are rising or falling. The 
components of this index reflect: the effect of the duration of unemployment on business 
costs of recruitment and training; the cost of maintaining inventories; labor cost per unit 
of output; the burden of paying back business and consumer loans; and interest payments 
as a cost of production [Frumkin, 1990:164-166]. 

Consumer Sentiment Index: This index is provided by the Survey Research Center of 
The University of Michigan in the Surveys of Consumer Attitudes or in the Business 
Conditions Digest. This index combines three main categories of household attitudes 
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toward the economy in one figure: (1) expected business conditions in the national 
economy for one and five years ahead, (2) personal financial well-being compared to one 
year earlier and expected one year later, and (3) whether the current period is a good or 
bad time to buy furniture and major household appliances [Frumkin, 1990:53]. 

Help-wanted Advertising Index: This index is provided by The Conference Board and 
can be found in the Business Conditions Digest and in the Survey of Current Business. 
This index tracks employer's advertisements for job openings in the classified section of 
newspapers in 51 labor market areas. This index represents job vacancies resulting from 
turnover in existing positions such as workers changing jobs or retiring and from the 
creation of new jobs [Frumkin, 1990:123]. 

Federal Reserve Discount Rate: This variable is provided by the Federal Reserve Board 
and can be found in many sources. This variable tracks the short-term borrowing by 
commercial banks from regional Federal Reserve banks to meet seasonal demands for 
money, to maintain certain reserve levels over a two-week period, to meet huge outflows 
at the end of a day, or to keep bank reserves from falling close to or below legal 
minimum requirements [Frumkin, 1990:146]. 

Employment Cost Index: The Bureau of Labor Statistics in the U.S. Department of 
Labor provides this index in the Monthly Labor Review and Current Wage 
Developments. This index measures the changes in labor costs for money wages and 
salaries and noncash fringe benefits in nonfarm private industry and state and local 
governments for workers at all levels of responsibility. Thus, the ECI represents labor 
costs for the same jobs over time [Frumkin, 1990:84]. 

Military Pay Increase Rate: This variable can be found in the Armed Services Almanac. 
This measures the change in salaries for the Armed Services. 

Pay Difference: This is simply MPIR minus ECI. Thus, this variables measures the year 
to year difference in the changes of wages between the military sector and the private 
sector. The reasoning for using a year to year difference versus a cumulative sum 
difference is that most officers don't usually track the cumulative difference, but they 
usually are aware of pay increases on the outside versus their pay increase. 

Civilian Unemployment Rate: The Bureau of Labor Statistics in the U.S. Department of 
Labor provides this index in the Monthly Labor Review and in the Survey of Current 
Business. This variable is the percentage that unemployed persons are of the total labor 
force, and the labor force is defined as the sum of the employed and unemployed. The 
unemployed is defined as the number of persons without jobs who are available for and 
actively seeking work. It covers all persons 16 years and older who lost or quit previous 
jobs as well as school graduates, students, and others with no work experience or who re- 
enter the workplace [Frumkin, 1990:224]. 
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White Collar Unemployment Rate: The Bureau of Labor Statistics in the U.S. 
Department of Labor provides this index in the Employment and Earnings. This variable 
is the percentage that unemployed white collar workers are of the total white collar labor 
force. 

Advanced Academic Degree Percentage: This variable was provided by AFMPC 
Analysis Division. This variable is the percentage that officers with AADs are of the 
total officers in that particular AFSC and Yeargroup combination. 

Pilot Bonus Eligibility: This variable was provided by AFMPC Analysis Division. This 
variable is a binary variable that indicates whether that particular yeargroup was eligible 
for the pilot bonus in that particular year. 

RIF or VSI/SSB/TERA: These variables were provided by AFMPC Analysis Division. 
These are two binary variables to indicate whether a RIF occurred in that year, or 
whether there were exit bonuses that year. The reasoning behind one variable for all 
three exit bonus programs is that all of these programs happened together in the same 
years. Therefore, if three variables were used, they would be linear combinations 
(perfect copies) of each other. 
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Appendix B - Models for AFSC's 

This appendix will outline the ANOVA tables for each of the separate AFSC's built with 
data from FY 76-93. 

AFSC 11 (pilots^ 

R-square = 0 73185334 

DF Sum of Squares Mean Square F Prob>F 

Regression 17 99 39547967 5.84679292 33 71 0.0001 
Error 210 36 41790512 0.17341860 
Total 227 

Parameter 

135 81338479 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.24025586 0 29520378 9.98727670 57 59 0.0001 
AADPER -1.23325841 0 15805361 10.55832471 60 88 0.0001 
AADY6 -9.34259040 1 14774100 11.49059436 66 26 0.0001 
AADY9 -1.20295391 0 44477684 1.26855502 7 31 0.0074 
Sentl 0.01098767 0 00326854 1.95973762 11 30 0.0009 
Iratel 0.04976766 0 00933028 4.93402140 28 45 0.0001 
PilotlYS 0.00008577 0 00002668 1.79225498 10 33 0.0015 
PilotlY6 0.00012990 0 00003263 2.74861873 15 85 0.0001 
PilotlYlO -0.00015960 0 00002291 8.41326984 48 51 0.0001 
PilotlYll -0.00014251 0 00002287 6.73415493 38 83 0.0001 
PilotlY12 -0.00009657 0 00002300 3.05740489 17 63 0.0001 
Lag2Y8 -0.00761785 0 00169794 3.49073132 20 13 0.0001 
Paydif2Y6 -0.10135839 0 03986923 1.12082872 6 46 0.0117 
Pilot2Y8 -0.00017739 0 00003539 4.35763137 25 13 0.0001 
Pilot2Y9 -0.00014111 0 00003384 3.01540218 17 39 0.0001 
Sent3Y7 -0.02115624 0 00139084 40.12558782 231 38 0.0001 
Paydif3Y5 -0.18112528 0 03726163 4.09760540 23 63 0.0001 
Paydif3Y6 -0.08756400 0 04237507 0.74050147 4 27 0.0400 

AFSC^fNavieators^ 

R-square  =  0.44751653 

DF Sum of Squares Mean Square F Prob>F 

Regression 8 13.61889327 1.70236166 19 14 0.0001 
Error 189 16.81326346 0.08895907 
Total 197 

Parameter 

30.43215673 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 1.70710327 0.19687960 6.68818609 75 18 0.0001 
Coinl 0.00621858 0.00209580 0.78319989 8 80 0.0034 
IratelY6 -0.05422169 0.00818528 3.90363076 43 88 0.0001 
SentlY13E -0.00949467 0.00267612 1.11979927 12 59 0.0005 
IratelY8E 0.78523670 0.22729539 1.06172030 11 93 0.0007 
PaydiflY7E 0.37070129 0.09512791 1.35089774 15 19 0.0001 
PaydiflY8E 1.56340854 0.33089062 1.98594066 22 32 0.0001 
Lag2Y10E 0.01500585 0.00309357 2.09310606 23 53 0.0001 
Sent2Y5E 0.01415038 0.00389398 1.17473478 13 21 0.0004 
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AFSC 13 rSpace. Missile. ATO 

R-square = 0 45599831 

DF Sum of Squares Mean Square 

Regression 
Error 
Total 

6 
221 
227 

72 
86 

158 

27738377 
22623671 
50362047 

12.04623063 
0.39016397 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares 

INTERCEPT 
PAYDIF2 
IratelY14 
PaydiflE 
Urate3Y9 
Irate3Y15 
Paydif3Y7E 

2.85637956 
-0.06407140 
0.10722728 
0.44760718 
0.08525351 
0.12522602 

-1.30429530 

0 
0 
0 
0 
0 
0 
0 

05541842 
01662602 
01701000 
06018948 
02150948 
01613705 
38533479 

1036.50322795 
5.79427607 
15.50418135 
21.57744651 
6.12931554 

23.49568065 
4.47015505 

AFSC 14 (Intelligence) 

F Prob>F 

30.87 0.0001 

F Prob>F 

2656.58 0.0001 
14.85 0.0002 
39.74 0.0001 
55.30 0.0001 
15.71 0.0001 
60.22 0.0001 
11.46 0.0008 

R-square = 0.33855816 

DF Sum of Squares Mean Square F Prob>F 

Regression 
Error 
Total 

5 
222 
227 

39.19045432 
76.56647738 
115.75693169 

7.83809086 
0.34489404 

22 73 0.0001 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares F Prob>F 

INTERCEPT 
HelplYll 
PaydiflR 
Urate2Y9 
Help2Y14 
Defpro2Y15 

2.67317378 
-0.00319494 
0.41200345 
0.10022017 
0.00317177 
0.00719352 

0.04964957 
0.00114604 
0.05313734 
0.02002076 
0.00114228 
0.00186969 

999.79066970 
2.68046643 

20.73422519 
8.64241435 
2.65917389 
5.10539441 

2898 
7 

60 
25 
7 

14 

83 
77 
12 
06 
71 
80 

0.0001 
0.0058 
0.0001 
0.0001 
0.0060 
0.0002 

AFSC is rv feather) 

R-square = 0.39932550 

DF Sum of Squares Mean Square F Prob>F 

Regression 7 60.78622441 8.68374634 20 89 0.0001 
Error 220 91.43602324 0.41561829 
Total 227 

Parameter 

152.22224765 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.12083852 0.12223570 125.11625790 301 04 0.0001 
AADPER 0.70381574 0.19202730 5.58324441 13 43 0.0003 
IratelY14 0.06990743 0.01827409 6.08232603 14 63 0.0002 
Irate2E -0.10605090 0.01929452 12.55612028 30 21 0.0001 
Urate3Y8 0.12402294 0.02232685 12.82459600 30 86 0.0001 
White3Y9 0.33611660 0.05965373 13.19469652 31 75 0.0001 
Irate3Y6 0.07995810 0.01740648 8.76995907 21 10 0.0001 
Paydif3Y6E -1.65361178 0.39690489 7.21421135 17 36 0.0001 
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AFSC 21 (Maintenance) 

R-square = 0 53761404 

DF Sum of Squares Mean Square F Prok»F 

Regression 9 74 87975275 8.31997253 28 16 0.0001 
Error 218 64 40186301 0.29542139 
Total 227 

Parameter 

139 28161576 

Standard Type II 
Variable Estimate Error Sum of Squares F ProfcoF 

INTERCEPT 2.42671380 0 05209111 641.13852515 2170 25 0.0001 
AADY15 1.13845113 0 17996633 11.82192517 40 02 0.0001 
HelplY7 0.00640893 0 00107620 10.47674355 35 46 0.0001 
HelplY8 0.01030433 0 00112330 24.85933165 84 15 0.0001 
IratelY9 0.09138312 0 01507648 10.85361064 36 74 0.0001 
IratelY14 0.05314765 0 01628293 3.14735053 10 65 0.0013 
PaydiflR 0.35806188 0 05119901 14.44890588 48 91 0.0001 
Help2Y6 0.00499068 0 00107257 6.39598218 21 65 0.0001 
Paydif3Yl4 0.15236783 0 04953605 2.79502538 9 46 0.0024 
Irate3Y8E -0.15886870 0 04363963 3.91522349 13 25 0.0003 

AFSC 23 (Supply) 

R-square = 0 35044134 

DF Sum of Squares Mean Square F Prob>F 

Regression 8 71 72192272 8.96524034 14 77 0.0001 
Error 219 132 93978369 0.60703098 
Total 227 

Parameter 

204 66170641 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.58602871 0 07396693 741.99736711 1222 34 0.0001 
AADperE -0.68927136 0 41953936 1.63849794 2 70 0.1018 
DefprolY12 -0.00436108 0 00247674 1.88208132 3 10 0.0797 
PaydiflE 0.24553666 0 13842694 1.90986346 3 15 0.0775 
Help2Y8 0.00568026 0 00153721 8.28859106 13 65 0.0003 
Help2Y14 0.00567700 0 00154375 8.20911591 13 52 0.0003 
Irate2Y7 0.09127196 0 02090930 11.56662574 19 05 0.0001 
Irate3Y9 0.08860988 0 02052079 11.31845443 18 65 0.0001 
Irate3Y15 0.09734029 0 02058163 13.57802554 22 37 0.0001 

AFSC 24 (Transportation) 

R-square = 0 28276558 

DF Sum of Squares Mean Square F Prob>F 

Regression 6 51.85543339 8.64257223 14 52 0.0001 
Error 221 131.53122076 0.59516389 
Total 227 

Parameter 

183.38665415 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.64048823 0.06534708 971.74572578 1632 74 0.0001 
SentlY12 -0.00733418 0.00226001 6.26786261 10 53 0.0014 
IratelY7 0.08470252 0.02109942 9.59153692 16 12 0.0001 
PaydiflE 0.40759767 0.07295056 18.57987394 31 22 0.0001 
PaydiflY15E -0.63979676 0.26184789 3.55322330 5 97 0.0153 
Defpro2Y15 0.00538648 0.00273492 2.30864031 3 88 0.0501 
Irate3Y9 0.07434669 0.02002914 8.20040650 13 78 0.0003 
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AFSC 25 (Logistics) 

R-square = 0 27475613 

DF Sum of Squares Mean Square F Profc»F 

Regression 
Error 
Total 

3 
224 
227 

53.04914499 
140.02806095 
193.07720594 

17.68304833 
0.62512527 

28 29 0.0001 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares F Profc»F 

INTERCEPT 
HelplY9 
IratelY15 
PaydiflE 

2.73858353 
0.00600017 
0.08788740 
0.50635421 

0.06098144 
0.00152720 
0.02143523 
0.07162359 

1260.73460898 
9.64939726 

10.50906145 
31.24379059 

2016 
15 
16 
49 

77 
44 
81 
98 

0.0001 
0.0001 
0.0001 
0.0001 

AFSC 31 (Security Police) 

R-square = 0 22751034 

DF Sum of Squares Mean Square F Prob>F 

Regression 
Error 
Total 

3 
224 
227 

42.95850931 
145.86151794 
188.82002725 

14.31950310 
0.65116749 

21 99 0.0001 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares F Prob>F 

INTERCEPT 
IratelYlO 
PaydiflE 
Irate2Yll 

2.99726433 
-0.08263494 
0.46937174 

-0.08796367 

0.06210387 
0.02187208 
0.07312875 
0.02116405 

1516.72011813 
9.29479802 

26.82564929 
11.24869161 

2329 
14 
41 
17 

23 
27 
20 
27 

0.0001 
0.0002 
0.0001 
0.0001 

AFSC 32 (Civil Engineers) 

R-square = 0 29712264 

DF Sum of Squares Mean Square F Prob>F 

Regression 
Error 
Total 

3 
224 
227 

47.41992210 
112.17721405 
159.59713614 

15.80664070 
0.50079113 

31 56 0.0001 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares F Prob>F 

INTERCEPT 
/AADper 
DefprolY12 
PaydiflE 

1.74694342 
1.59649679 

-0.00765419 
0.40168504 

0.14252930 
0.22333017 
0.00224519 
0.06398063 

75.23258705 
25.59162898 
5.82035695 
19.73926042 

150 
51 
11 
39 

23 
10 
62 
42 

0.0001 
0.0001 
0.0008 
0.0001 
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AFSC 33 (Communications-Computer Systems) 

R-square = 0 46157491 

DF Sum of Squares Mean Square F Profc»F 

Regression 8 47 50270308 5.93783788 23 47 0.0001 
Error 219 55 41169242 0.25302143 
Total 227 

Parameter 

102 91439550 

Standard Type II 
Variable Estimate Error Sum of Squares F Profc»F 

INTERCEPT 2.06239053 0 10368777 100.10229164 395 63 0.0001 
AADper 1.30165292 0 17530997 13.94872275 55 13 0.0001 
PaydiflY13 -0.15104590 0 04484952 2.86985237 11 34 0.0009 
PaydiflE 0.35073409 0 04687906 14.16300908 55 98 0.0001 
Help2Y10 -0.00510153 0 00099976 6.58825475 26 04 0.0001 
Help3Yll -0.00585021 0 00100205 8.62428734 34 09 0.0001 
Sent3Y12 -0.00913353 0 00156878 8.57645309 33 90 0.0001 
Irate3Y9 0.03888797 0 01317248 2.20522314 8 72 0.0035 
White3Y13E -0.58488157 0 13635116 4.65559799 18 40 0.0001 

AFSC 37 (Information Management) 

R-square = 0 37003183 
DF Sum of Squares Mean Square F Prob>F 

Regression 6 52.71566200 8.78594367 21 64 0.0001 
Error 221 89.74684426 0.40609432 
Total 227 

Parameter 

142.46250627 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.19495097 0.13701257 104.22111739 256 64 0.0001 
AADper 1.02356561 0.26740966 5.94982365 14 65 0.0002 
SentlX12 -0.01089945 0.00195255 12.65411212 31 16 0.0001 
IratelX9 0.06595959 0.01750700 5.76447094 14 19 0.0002 
DefprolX13 -0.01009060 0.00211794 9.21797272 22 70 0.0001 
PaydiflR 0.42696818 0.05798315 22.01984922 54 22 0.0001 
Help2Xll -0.00445341 0.00126970 4.99584719 12 30 0.0005 

AFSC 61 (Scientists) 

R-square = 0 38048463 

DF Sum of Squares Mean Square F Prob>F 

Regression 5 58.51622581 11.70324516 27 27 0.0001 
Error 222 95.27770148 0.42917884 
Total 227 

Parameter 

153.79392729 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT -4.91931367 1.30657723 6.08383117 14 18 0.0002 
AADper 2.90631790 0.33447825 32.40326352 75 50 0.0001 
AADperE -3.48085007 0.54563200 17.46663558 40 70 0.0001 
SentlY14 0.00761019 0.00194670 6.55889373 15 28 0.0001 
Lag3 0.05497033 0.01315204 7.49736474 17 47 0.0001 
White3E 0.87788880 0.18832343 9.32628304 21 73 0.0001 
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AFSC 62 (Engineers) 

R-square = 0 41874678 

DF Sum of Squares Mean Square 

Regression 
Error 
Total 

7 
220 
227 

49 
68 

117 

40959167 
58436989 
99396156 

7.05851310 
0.31174714 

Variable 
Parameter 
Estimate 

Standard 
Error 

Type II 
Sum of Squares 

INTERCEPT 
AADper 
AADperE 
AADperY7 
IratelY8 
Urate2Y7 
Irate2Y9 
Irate3 

0.82450937 
1.87591104 

-0.61549493 
-2.94489696 
0.05514635 
0.34603229 
0.07025944 
0.04896899 

0 
0 
0 
1 
0 
0 
0 
0 

20397312 
22683482 
14078321 
11685759 
01522430 
09684863 
01475073 
01337337 

5.09386894 
21.32099688 
5.95867500 
2.16743999 
4.09036066 
3.97968543 
7.07268809 
4.17987411 

F Profc»F 

22.64 0.0001 

F Profc»F 

16.34 0.0001 
68.39 0.0001 
19.11 0.0001 
6.95 0.0090 

13.12 0.0004 
12.77 0.0004 
22.69 0.0001 
13.41 0.0003 

AFSC 63 (Acquisition) 

R-square = 0 38970305 

DF Sum of Squares Mean Square F Prob>F 

Regression 7 56.06715107 8.00959301 20 07 0.0001 
Error 220 87.80431998 0.39911055 
Total 227 

Parameter 

143.87147104 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT -0.49442295 0.45003867 0.48171568 1 21 0.2731 
AADper 1.74404812 0.23302265 22.35701651 56 02 0.0001 
Uratel 0.12412371 0.05308292 2.18219238 5 47 0.0203 
Defprol 0.01121086 0.00255875 7.66154449 19 20 0.0001 
PaydiflE 0.24137475 0.06925652 4.84792079 12 15 0.0006 
Irate2 0.03332634 0.02024936 1.08105051 2 71 0.1012 
Irate2Y10 -0.05374015 0.01679571 4.08595976 10 24 0.0016 
Urate3Y15 0.07867234 0.02263235 4.82256271 12 08 0.0006 

AFSC 64 (Contracting) 

R-square = 0 28019654 

DF Sum of Squares Mean Square F Prob>F 

Regression 6 41.57398547 6.92899758 14 34 0.0001 
Error 221 106.80038850 0.48325968 
Total 227 

Parameter 

148.37437397 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 2.03307881 0.19064680 54.95787433 113 72 0.0001 
AADper 1.17635773 0.26444535 9.56285341 19 79 0.0001 
CoinlY12 -0.00646698 0.00184560 5.93345591 12 28 0.0006 
WhitelYll -0.23927048 0.06291787 6.98893203 14 46 0.0002 
IratelY7 0.05939557 0.01896771 4.73869611 9 81 0.0020 
PaydiflE 0.29718518 0.06330886 10.64892651 22 04 0.0001 
Paydif2Y13 0.19402628 0.05712411 5.57522880 11 54 0.0008 
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AFSC 65 (Financial Management) 

R-square = 0 30991171 

DF Sum of Squares Mean Square F Prob>F 

Regression 5 45.49116214 9.09823243 19 94 0.0001 
Error 222 101.29632720 0.45628976 
Total 227 

Parameter 

146.78748935 

Standard Type II 
Variable Estimate Error Sum of Squares F Prob>F 

INTERCEPT 1.96030871 0.16235202 66.52337367 145 79 0.0001 
AADper 0.83329208 0.23521053 5.72692774 12 55 0.0005 
HelplY9 0.00573527 0.00130761 8.77792006 19 24 0.0001 
PaydiflE 0.34496022 0.06142669 14.39012357 31 54 0.0001 
Help2Y8 0.00662149 0.00130246 11.79299396 25 85 0.0001 
Paydif2Y14 0.17617253 0.05540545 4.61330555 10 11 0.0017 
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Appendix C - Models for Groups 

This appendix will outline the ANOVA tables for each of the groups, except group 1, a 
list of the order that the variables eneterd, and then give the predictions for FY 95 & 96. 

Group 2 
The ANOVA table for Group2, based on FY 76 - 94 is as follows: 

Source 

Model 
Error 
C Total 

Root MSE 
Dep Mean 
C.V. 

DF 

209 
215 

Analysis of Variance 

Sum of 
Squares 

50.40269 
58.74387 
109.14656 

Mean 
Square 

8.40045 
0.28107 

0.53016 
2.82976 
18.73521 

R-square 
Adj R-sq 

F Value 

29.887 

0.4618 
0.4463 

Prob>F 

0.0001 

Parameter Estimates 

Variable DF 

INTERCEPT 1 
IratelY8 1 
IratelY14 1 
DefprolY15 1 
PaydiflE 1 
PltlY7E 1 
Urate2Y9 1 

Parameter 
Estimate 

668013 
053190 
098450 
011462 
392191 
000920 

0.110311 

Standard 
Error 

04522653 
01466628 
01466628 
00167705 
05143780 
00026662 

0.01836442 

T for HO: 
Parameter=0 

58.992 
3.627 
6.713 

835 
625 
451 
007 

Prob > |T| 

0.0001 
0.0004 
0.0001 
0.0001 
0.0001 
0.0007 
0.0001 

Variable      Number 
Step  Entered Removed    In 

PaydiflE 
DefprolY15 
IratelY14 
Urate2Y9 
IratelY8 
PltlY7E 

Partial 
R**2 

0.0769 
0.0881 
0.0802 
0.0326 
0.0307 

Model 
R**2 C(p) 

0.1533   0.1533  116.7855 
0.2302 
0.3183 
0.3986 
0.4311 
0.4618 

88.9150 
56.7096 
27.5507 
16.9099 
7.0000 

38.7522 
21.2850 
27.3944 
28.1502 
12.0166 
11.9099 

Prob>F 

0.0001 
0.0001 
0.0001 
0.0001 
0.0006 
0.0007 

Predicted Retention Rates for FY 95. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

4 95.69% 88.51% 98.46% 95.75% YES 

5 95.69% 88.51% 98.46% 92.46% YES 

6 95.69% 88.51% 98.46% 96.42% YES 

7 94.26% 90.82% 99.83% 91.39% YES 

8 91.42% 87.33% 98.73% 87.53% YES 
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1    9 
93.92% 88.10% 99.28% 89.43% YES 

1   10 
95.69% 84.51% 98.46% 87.00% YES 

11 95.69% 84.51% 98.46% 85.46% YES 

12 95.69% 84.51% 98.46% 85.12% YES 

13 95.69% 86.51% 98.46% 87.88% YES 

14 96.95% 91.68% 98.92% 92.34% YES 

15 92.08% 88.57% 99.34% 89.97% YES 

Predicted Retention Rates for FY 96. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 

4 91.93% 79.95% 97.02% 

5 91.93% 79.95% 97.02% 

6 91.93% 79.95% 97.02% 

7 99.03% 95.27% 99.81% 

8 93.91% 84.26% 97.80% 

9 95.81% 88.72% 98.52% 

10 91.93% 79.95% 97.02% 

11 91.93% 79.95% 97.02% 

12 91.93% 79.95% 97.02% 

13 91.93% 79.95% 97.02% 

14 95.23% 87.39% 98.29% 

15 96.10% 89.46% 98.62% 
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Qroup3 

The ANOVA table for Group3, based on FY 76 - 94 is as follows: 

Analysis of Variance 

Source 

Model 
Error 
C Total 

DF 

7 
208 
215 

Sum of 
Squares 

68.86830 
61.52391 
130.39221 

Mean 
Square 

9.83833 
0.29579 

F Value 

33.261 

Profc»F 

0.0001 

Root MSE 
Dep Mean 
C.V. 

0.54386 
2.82078 
19.28063 

R-square 
Adj R-sq 

0.5282 
0.5123 

Parameter Estimates 

Variable DF 

INTERCEPT 
HelplY6 
IratelY14 
IratelY7 
IratelY9 
PaydiflE 
PltlY8 
Irate2Y15 

Parameter 
Estimate 

2.546743 
0.004205 
0.077476 
0.080293 
0.096715 
0.396239 
0.000189 
0.123768 

Standard 
Error 

0.05161385 
0.00108500 
0.01521282 
0.01521282 
0.01521282 
0.05257897 
0.00002912 
0.01508446 

T for HO: 
Parameter=0 

49.342 
876 
093 
278 
357 
536 
479 
205 

Prob > |TI 

0001 
0001 
0001 
0001 
0001 
0001 
0001 
0001 

Variable      Number 
Step  Entered Removed    In 

PaydiflE 
Irate2Y15 
PltlY8 
IratelY9 
IratelY7 
IratelY14 
HelplY6 

Partial 
R**2 

0.1986 
0.0879 
0.0558 
0.0588 
0.0437 
0.0493 
0.0341 

Model 
R**2 

0.1986 
0.2865 
0.3423 
0.4011 
0.4448 

4941 
5282 

C(p) 

141.2711 
104.5302 
81.9167 
57.9954 
40.7437 
21.0215 
8.0000 

53.0402 
26.2354 
17.9984 
20.7178 
16.5188 
20.3565 
15.0215 

Prob>F 

0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 

Predicted Retention Rates for FY 95. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

4 95.18% 86.94% 98.32% 98.26% YES 

5 95.18% 86.94% 98.32% 92.27% YES 

6 96.97% 91.39% 98.98% 99.23% YES 

7 96.36% 89.92% 98.74% 93.46% YES 

8 96.57% 90.58% 98.83% 92.86% YES 

9 95.18% 86.94% 98.32% 87.58% YES 

10 95.18% 86.94% 98.32% 90.84% YES 

11 95.18% 86.94% 98.32% 87.14% YES 
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12 95.18% 86.94% 98.32% 87.02% YES 

13 95.18% 86.94% 98.32% 87.71% YES 

14 96.32% 89.83% 98.73% 90.91% YES 

15 96.63% 90.63% 98.84% 90.43% YES 

Predicted Retention Rates for FY 96. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 

4 90.96% 77.42% 96.73% 

5 90.96% 77.42% 96.73% 

6 94.59% 85.28% 98.14% 

7 94.08% 84.30% 97.92% 

8 94.04% 84.25% 97.90% 

9 94.58% 85.50% 98.10% 

10 90.96% 77.42% 96.73% 

11 90.96% 77.42% 96.73% 

12 90.96% 77.42% 96.73% 

13 90.96% 77.42% 96.73% 

14 93.99% 84.09% 97.89% 

15 94.06% 84.32% 97.80% 
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Group 4 

The ANOVA table for Group4, based on FY 76 - 94 is as follows: 

Analysis of Variance 

Source 

Model 
Error 
C Total 

DF 

207 
215 

Sum of 
Squares 

44.47684 
37.30868 
81.78552 

Mean 
Square 

5.55961 
0.18024 

F Value 

30.846 

Prob>F 

0.0001 

Root MSE 
Dep Mean 
C.V. 

0.42454 
2.60128 
16.32050 

R-square 
Adj R-sq 

0.5438 
0.5262 

Parameter Estimates 

Variable DF 

INTERCEPT 
HelplY7 
IratelY8 
IratelY9 
IratelY13 
PaydiflE 
Help2Y14 
Irate2Y6 
Irate2Y15 

Parameter 
Estimate 

2.317883 
0.004762 
0.078001 
0.098495 
0.040091 
0.311470 
0.005384 
0.051651 
0.092339 

Standard 
Error 

04408159 
00085782 
01201545 
01201545 
01201545 

0.04106165 
0.00086322 
0.01191543 
0.01191543 

T for HO: 
Parameter=0 

52. 
5. 
6. 
8. 
3. 
7. 
6. 
4. 
7. 

582 
552 
492 
197 
337 
585 
237 
335 
750 

Prob > ITI 

0.0001 
0.0001 
0.0001 
0.0001 
.0010 
.0001 
.0001 
.0001 
.0001 

Variable      Number  Partial 
Step  Entered Removed    In     R**2 

PaydiflE 
IratelY9 
Irate2Y15 
IratelY8 
Help2Y14 
HelplY7 
Irate2Y6 
IratelY13 

1964 
0702 
0694 
0489 
0523 
0482 
0338 
0245 

Model 
R**2 

0.1964 
0.2667 
.3361 
.3850 
.4373 
.4855 
.5193 
.5438 

C(p) 

152.6400 
122.7699 
93.2756 
73.0650 
51.3439 
31.4538 
18.1328 
9.0000 

52.3093 
20.3995 
22.1617 
16.7934 
19.5088 
19.5971 
14.6093 
11.1328 

Prob>F 

0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0001 
0.0002 
0.0010 

Predicted Retention Rates for FY 95. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

4 93.47% 85.95% 97.10% 93.69% YES 

5 93.47% 85.95% 97.10% 91.14% YES 

6 94.36% 87.74% 97.50% 93.80% YES 

7 93.12% 89.26% 98.32% 89.40% YES 

8 92.01% 85.05% 97.80% 86.07% YES 

9 91.35% 84.76% 97.96% 85.63% YES 

10 91.47% 84.95% 97.10% 85.54% YES 
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11 93.47% 85.95% 97.10% 87.63% YES 

12 93.47% 80.95% 97.10% 82.02% YES 

13 94.31% 81.63% 97.48% 82.15% YES 

14 96.10% 90.26% 98.31% 90.93% YES 

15 94.98% 89.00% 97.79% 89.77% YES 

Predicted Retention Rates for FY 96. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 

4 89.39% 78.41% 95.13% 

5 89.39% 78.41% 95.13% 

6 91.05% 81.41% 95.94% 

7 94.03% 86.92% 97.39% 

8 92.93% 84.92% 96.84% 

9 93.66% 86.35% 97.18% 

10 89.39% 78.41% 95.13% 

11 89.39% 78.41% 95.13% 

12 89.39% 78.41% 95.13% 

13 91.37% 81.93% 96.11% 

14 94.00% 86.92% 97.36% 

15 92.19% 83.56% 96.48% 
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Group 5 

The ANOVA table for Group5, based on FY 76 - 94 is as follows: 

Analysis of Variance 

Step 

Sum of Mean 
Source DF             Squares Squa re             F Value Prob>F 

Model 10            54 58955 5.45895                23 808 0.0001 
Error 193           44 25297 0.22929 
C Total 203            98 84251 

Root MSE 0.47884           R- square 0.5523 
Dep Mean 2.68860           Adj  R-sq 0.5291 
C.V. 17.81011 

Parameter Estimates 

Parameter Standard T for HO: 
Variable    DF Estimate Error      Parameter=0 Prob > ITI 

INTERCEPT 1 0.547411 0.25217459 2.171 0. 0312 
AADper 1 1.532053 0.21281811 7.199 0. 0001 
Uratel 1 -0.212399 0.05486629 -3.871 0. 0001 
SentlY15 1 0.008439 0.00158035 5.340 0. 0001 
IratelY9 1 0.058174 0.01363274 4.267 0. 0001 
Urate2 1 0.210233 0.04213029 4.990 0. 0001 
Urate2Y7 1 0.079772 0.01764469 4.521 0. 0001 
Irate2 1 0.095862 0.01563310 6.132 0. 0001 
Irate2Y6 1 0.035741 0.01394551 2.563 0. 0111 
Plt2Y14 1 0.000095 0.00002705 3.510 0. 0006 
Irate3Y8 1 0.068973 0.01342337 5.138 0. 0001 

Variable Number Partial Model 
p Entered Removed           In R**2 R**2 C(p) F Prob>F 

1 AADper 1 0.2078 0.2078 141.4980 52 9893 0.0001 
? Irate2 2 0.1007 0.3085 100.1083 29 255b 0.0001 
3 SentlY15 3 0.0366 0.3450 86.3503 11 1620 0.0010 
4 Irate3Y8 4 0.0371 0.3821 72.3725 11 9366 0.0007 
5 Urate2Y7 5 0.0339 0.4160 59.7490 11 5013 0.0008 
6 IratelY9 6 0.0338 0.4498 47.1975 12 085b 0.0006 
7 Plt2Y14 7 0.0291 0.4789 36.6437 10 9531 0.0011 
8 Urate2 8 0.0236 0.5024 28.4888 9 2321 0.0027 
9 Uratel 9 0.0346 0.5371 15.5684 14 5042 0.0002 
0 Irate2Y6 10 0.0152 0.5523 11.0000 6 5684 0.0111 

Predicted Retention Rates for FY 95. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

4 80.50% 61.02% 96.59% 95.16% YES 

5 81.61% 62.80% 97.11% 94.68% YES 

6 86.98% 71.89% 94.58% 92.95% YES 

7 91.86% 80.91% 96.78% 91.40% YES 

8 90.62% 78.71% 96.19% 84.26% YES 

9 90.74% 78.95% 96.25% 88.68% YES 
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10 89.76% 77.07% 95.81% 86.83% YES 

11 90.40% 78.28% 96.09% 86.84% YES 

12 90.59% 78.66% 96.18% 83.95% YES 

13 91.09% 79.63% 96.40% 84.95% YES 

14 92.77% 83.04% 97.11% 92.46% YES 

15 95.69% 89.24% 98.35% 93.46% YES 

Predicted Retention Rates for FY 96. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 

4 80.91% 61.55% 91.79% 

5 85.05% 68.58% 93.68% 

6 87.30% 72.49% 94.71% 

7 92.35% 82.04% 96.96% 

8 90.99% 79.53% 96.33% 

9 92.73% 82.96% 97.09% 

10 90.88% 79.31% 96.28% 

11 91.60% 80.71% 96.60% 

12 91.73% 80.97% 96.66% 

13 91.72% 80.96% 96.65% 

14 93.41% 84.45% 97.37% 

15 96.47% 91.09% 98.65% 
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AFSC 12 fNavigators^: 

The ANOVA table for AFSC 12, based on FY 76 - 94 is as follows: 

Analysis of Variance 

Source 

Model 
Error 
C Total 

Root MSE 
Dep Mean 
C.V. 

DF 

189 
197 

Sum of 
Squares 

13.61889 
16.81326 
30.43216 

0.29826 
2.23964 
13.31732 

Mean 
Square 

1.70236 
0.08896 

R-square 
Adj R-sq 

F Value 

19.136 

0.4475 
0.4241 

Prok»F 

0.0001 

Parameter Estimates 

Variable 

INTERCEPT 
Coinl 
IratelY6 
SentlYl3E 
IratelY8E 
PaydiflY7E 
PaydiflY8E 
Lag2Y10E 
Sent2Y5E 

DF 

1 
1 
1 
1 
1 
1 
1 
1 
1 

Parameter 
Estimate 

1.707103 
0.006219 
-0.054222 
-0.009495 
0.785237 
0.370701 
1.563409 
0.015006 
0.014150 

Standard 
Error 

0.19687960 
0.00209580 
0.00818528 
0.00267612 
0.22729539 
0.09512791 
0.33089062 
0.00309357 
0.00389398 

T for HO: 
Parameter=0 

8.671 
2.967 
-6.624 
-3.548 
3.455 
3.897 
4.725 
4.851 
3.634 

Prob > ITI 

0.0001 
0.0034 
0.0001 
0.0005 
0.0007 
0.0001 
0.0001 
0.0001 
0.0004 

Variable      Number 
Step  Entered Removed    In 

IratelY6 
Lag2Y10E 
PaydiflY8E 
Sent2Y5E 
IratelY8E 
PaydiflY7E 
SentlY13E 
Coinl 

Partial 
R**2 

0.1290 
0.0811 
0.0595 
0.0475 
0.0396 
0.0360 
0.0291 
0.0257 

Model 
R**2 

0.2102 
0.2697 
0.3172 
0.3568 
0.3927 
0.4218 
0.4475 

C(p) 

0.1290  103.9479 
•78.2001 
59.8441 
45.5838 
34.0451 
23.7427 
15.8040 
9.0000 

29.0392 
20.0253 
15.8061 
13.4351 
11.8132 
11.3109 
9.5466 
8.8040 

Prob>F 

0.0001 
0.0001 
0.0001 
0.0003 
0.0007 
0.0009 
0.0023 
0.0034 

Predicted Retention Rates for FY 95. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 
Actual Retention 

Rate 
In Bounds 

5 97.29% 93.80% 99.84% 99.17% YES 

6 90.11% 83.57% 94.30% 93.98% YES 

7 94.35% 89.85% 96.92% 95.24% YES 

8 96.91% 92.00% 99.99% 95.38% YES 

9 91.74% 85.96% 96.27% 94.14% YES 

10 97.92% 95.37% 99.08% 94.39% YES 
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11 91.74% 85.96% 96.27% 96.18% YES 

12 91.74% 85.96% 96.27% 86.79% YES 

13 82.53% 69.03% 90.92% 84.38% YES 

14 91.74% 85.96% 96.27% 94.80% YES 

15 91.74% 85.96% 96.27% 91.83% YES 

Predicted Retention Rates for FY 96. 

YOS 
Predicted 

Rate 
95% Lower 

Bound 
95% Upper 

Bound 

5 97.61% 94.30% 99.02% 

6 89.35% 82.10% 93.88% 

7 90.15% 83.31% 94.37% 

8 99.75% 97.63% 99.97% 

9 91.95% 86.27% 95.41% 

10 97.99% 95.51% 99.12% 

11 91.95% 86.27% 95.41% 

12 91.95% 86.27% 95.41% 

13 82.52% 68.78% 91.00% 

14 91.95% 86.27% 95.41% 

15 91.95% 86.27% 95.41% 
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